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Motivation…

• Well? 
– Heard of a climate crisis, right? We need to do something !

• Context:
– I am a teacher foremost – practical design principles that I can 

apply in my design and coding that reduce energy spending…
• And teach my students to apply in their design and coding

• Example of a tactic: Accept Lower Fidelity
– Aka ‘do not develop/use features that waste energy’
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Example

• Imagine a conference session; 
– you want to ask a question!
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Solution A

• We could – develop an app…
– Spending energy on multiple phones, networks, servers…
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A



Solution B

• Or We could: Just ask…
– Spending rye-bread energy…
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A B



Motivation

• So – talking about …

• I will delimit myself to energy-efficiency

• … or

• Ala: Patient Inger’s blood-pressure is uploaded to server
– Architecture A spends 3.1mJ; Architecture B spends 6.7mJ

– We prefer architecture A, right?
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Energy and Power

• We are basically interested in energy
– Energy = Amount of work

• Energy is measured in Joule (SI unit)
• 1J work is done when a force of 1 newton

displaces a mass 1 meter
– Newton = force accelerating 1kg by 1m/s^2

• Power is measured in Watt
– Power = energy / second; 1 W = 1 J/s

• Or…

– 1 Joule is 1 W in 1 second = 1 Ws

– 1 KWh = 3.6 MJ
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100g Hellmann’s Mayonnaise 
contains 2,965,000 J.

About 35 min sweaty bicycling…



Motivating Example

• Gangnam Style
– Was shown 1.7 x 10^9 times

the first year

– Energy to stream once is
0.19kWh

– Total: 312 GWh

– Danish average house (“parcelhus”) yearly electricity 
consumption

• 4.4 – 5.0 MWh

– ~ 70.000 Danish houses
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Morale: None…
But it is a bit thought provoking…



Energy = Work Done

Hardware spends energy, because our 
Software wants work to be done.



Koomey’s Law

• Hardware consumes energy
– But is improving all the time!

• They are the good guys!

– Intel 12th Gen CPU
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Wirth’s Law

• Unfortunately, we as developers and architects are 
terrible at writing software or writing too much 
– We are the bad guys!

• Example:
– For my students I like an easy, but small, linux desktop: Lubuntu

– First used in 2016, easily ran in a 2GB RAM VM 

– Last 22.04 version, has issues running in a 4GB RAM VM 

– And – In the old days
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What is using Power?

• Note
– CPU drives much

else
• Heat/fan/

cooling

– Note
• SSD+DRAM

is ‘cheap’
power wise…
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~ 211W

~ 18W

Out-of-box: Network
Devices: Screen, GPS, sensors…



Examples: My Humble Lab

• The Lab
– Fujitsu Esprimo Q900 (2012)

– MSI Trident (2020)

• Installed with Ubuntu 22.04 LTS
– Headless

• No use for the GeForce RTX™ 2080 Ti 

• Idle Power Consumption
– Esprimo: ~ 11 W (plug) / 2.8 W (CPU)

– MSI: ~ 40 W (plug) / 7.4 W (CPU)
• At ~95% CPU load@Plug: Esprimo 43W and MSI 160W
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So… Green Architecting?

How do I then design my architecture and code, 
so it spends less energy?
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It is a Vast Field…

• Lots of literature 
– And I am still a novice

• So there is probably a lot of
essentials out there that
I am missing…

• But – there are some central
lessons and tactics…

• … that I have tried to
distill…
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My Primary Inspirations

• The most interesting I have stumbled upon…
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The Framework

• The Green Architecture framework 
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https://baerbak.cs.au.dk/papers/gaf.html



Processes

How we design Green Architectures?
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Measure and Experiment

• You need to measure!

• You need to experiment!
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Tactics: Bulk Fetch Data 
+ Low Foot-print Data Formats



Measurements

• Measure the wall power
– “Absolute truth”

• I use a ‘Nedis smart plug’
– Manual read out 

• Measure the ‘on-chip’ power
– RAPL: Running Average Power Limit

• Only CPU (and DRAM) is measured

• Virtual Machines?
– No luck!

• Cost correlate 
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Be Systematic

• As in Physics
– Control the environment, reduce error 

sources

– Make many experiments, large sample size

– Use proper statistical methods

• Luiz Cruz (2021)
– https://luiscruz.github.io/2021/10/10/scientific-guide.html
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Prioritize Effort

• Prioritize Effort
– Know the usage profile

• (by measurements )

– And invest your effort where
it counts

• Those user stories that
are executed the most and
that can be optimized the 
most – are the ones to
spend your effort on optimizing

– Sounds reasonable, but you need to know the usage profile 
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Increase Awareness

• Increase Awareness
– All architects/developers/

stakeholders informed
about how to increase
energy-efficiency

• From my kitchen. Which one is 2W and which 40W?
– You have to tell the kids which one to prefer 
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Tactics

How do we then do
Green Architecting?



• Set of tactics
– Architectural design

decision to impact
energy-efficiency

• Quite a lot of tactics under
seven main categories
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• I will only discuss a few central
tactics…

• Find draft paper on all at
– https://baerbak.cs.au.dk/papers/gaf.html

CS@AU Henrik Bærbak Christensen 27



Shut Down when Idle

• “Turn off the lights in the bathroom, when you leave” 

• Independent Scaling of Modular Architecture
– Microservices versus Monolith
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Turn off VMs 
when not needed



Shut Down when Idle

• “Turn off the lights in the bathroom, when you leave” 

• Independent Scaling of Modular Architecture
– Microservices versus Monolith

– Elasticity – adjust services to current load
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Avoid Unnecessary Resources

• “Don’t put things in your suitcase, that will not be used”

• Reduce Bundle Size
– Example: Docker base image for Java

– That is: 4.3 times bigger image to transfer and load 
• For the exact same server in java 11…

• Many other examples
– Javascript tree-shaking, ProGuard, GraalVM, network payload…
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Bulk Fetch Data

• “Buy 50 things at the super market once, instead of 
making 50 trips buying a single thing”
– POSA4(2007): Batch Method

• Iterator pattern is an energy anti pattern
– getNext() across the network is a chatty interface

– Use pagination instead – bulk fetch next 50 items in one chunk
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Bulk Fetch Data

• “Buy 50 things at the super market once, instead of 
making 50 trips buying a single thing”

• Example
– Classic OO is often a very fine-grained API
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The UI needs to get all card 
data from the server when 

redrawing UI…



Example of A/B Architecture

• The Card interface
– Two remote implementations
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Broker pattern
Classic (RMI-like)

Broker pattern
Batch Method



Bulk Fetch Data

• “Buy 50 things at the super market once, instead of 
making 50 trips buying a single thing”

• Comparison
– Classic Broker (ala Java RMI)

• 5.66W (σ 0.90W)

– Batch Method Broker
• 4.12W (σ 0.79W)

• (Reducing number of network calls to 43%)

– Saving 27% energy

• And this is on the server side only!
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Fetch Data from the Proximity
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• “Have a stock of supplies to avoid a lot of trips to the 
super market”

• Cache Data Closer to User
– The Batch Method Broker is one such

example

– Content-Delivery-Networks (CDN)
• Store web contents (caching) physically near to the users to provide 

faster load times by avoiding “long distance network transmission”



Utilize an Efficient Technology

• “Switch the 20 W halogen bulb to a 4 W LED bulb”

• Use Efficient Languages and Tools
– (This 2017 study used

rather unrealistic
benchmark 
programs)

• Mandelbrot???
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Own experiment of a 3 
endpoint REST Service impl:

Java (baseline)
Go (-3.5% energy)

Scala (+27% energy)
Python (+162%, 2½x)



Utilize an Efficient Technology

• “Switch the 20 W halogen bulb to a 4 W LED bulb”

• Use Efficient Databases
• If only a ‘blob storage’ / key-value store is 

necessary then pick one, rather than a SQL or
a MongoDB database

– Example
• REST service (three endpoints: One POST and two GET)
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Utilize your Resources Efficiently

• “Prepare several items in the oven at the same time”

• An idling computer spends between 
1/4 - 2/3 power compared to a busy
computer

• The non-proportionality of energy consumption

• Which means:
– Per-transaction energy cost is

lowering as the computer is
more heavily utilized
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Utilize your Resources Efficiently

• “Prepare several items in the oven at the same time”

• My own measurements
– Red Line = on-the-wall power

– Blue Line = on-chip power (RAPL)
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Utilize your Resources Efficiently

• “Prepare several items in the oven at the same time”

• Imagine a single server
– Handling 2.000 tps at 100% CPU load

• Result: 2.000 tps spending 90 W
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Utilize your Resources Efficiently

• “Prepare several items in the oven at the same time”

• Change to Horizontal Scaling: Two servers
– Handling 1.000 tps each at 50% CPU load

• Result:  2.000 tps spending 2 x 75 W = 150 W
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Morale: Make your CPU 
as much work as possible!

90 W versus 150 W



Utilize your Resources Efficiently

• “Prepare several items in the oven at the same time”

• Utilize the CPU at the R/U knee
– Queue Theory: 

• Response time gets very long when we approach
100% CPU load

– R = S/(1-U)

» R = 10ms at 0%

» R = 50ms at 80%   (5x !)

• So…
– Max CPU load while having

reasonable response times means
• CPU around 70% - 95% (depending on…)
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R/U knee



Utilize your Resources Efficiently

• “Prepare several items in the oven at the same time”

• Pool Physical Machines (Cloud)
• Host a lot of VM on same physical machine means

when A is not using the CPU, then B have it
– Cloud centers are better at that than on-premise

• Pool Resources (Threads/Connections)
– Threads and connections are expensive to create and deallocate

• Pool them

CS@AU Henrik Bærbak Christensen 44

Own experiment: Three-tier system with MariaDB storage. 
A) Naïve ‘connection-pr-request’ connector; B) C3P0 ‘pool’. 

Pooled connection spent about 29% less energy.



Accept Lower Fidelity

• “Turn the room temperature down from 21° to 19°”

• Replace Dynamic Contents with Batch
• Change webpage dynamic content (expensive)

with batch once-per-hour (or per-day) 
computation of a static webpage (cheap)

• Lower Fidelity of Video/Images
• Use 720p instead of 1080p (halves the size)

• Downscale images server side
– Use JPEG rather than GIF/PNG
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Accept Lower Fidelity

• “Turn the room temperature down from 21° to 19°”

• Reduce Logging
• Do we really need all that data with 30 log msg

for every method call?

• ELK stacks are notoriously power hungry!

– But this is a really hard trade-off with ‘monitorability’ QA
• When the 267 servers crash, the one important piece of info that you 

need to understand why – is just the one log message, you did not 
make 
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Own experiment: -11.6% energy by remove logging
on a simple REST service (3 endpoints)



Accept Lower Fidelity

• “Turn the room temperature down from 21° to 19°”

• Avoid Feature Creep
– Do we really need it all???
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Accept Lower Fidelity

• Avoid Feature Creep
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‘PizzaLand’ Experiment:
A ‘core’ REST based pizza ordering system with 

ordering and inventory system in MariaDB; deployed 
on a 2012 i5 CPU @ 2.5GHz/4 core + 8GB DDR3 RAM

Handles 51,800 orders per hour!



Discussion



Summary

• Tactics
– Design decisions 

• To reduce energy consumption

– Categories cover a lot of more
specific decisions to make and designs
to explore

• Remember
– Experiment and measure !!!

• The obviously good design may
turn out to be a bad design when
put to the test…
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Summary

• However, the all require an
investment
– More complex code

• Batch Method took some time!

• Rewriting code base to Go also

• Or change monolith to microservice…

• Low Hanging Fruits (?)
– Get utilization of CPUs up to ~75%

– Do you really need all those logs?

– Start learning Go, C++, Java, …, 

– ARM?
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Would you like to know more?

Grab a course at Master of IT

• Software construction

• Cyber Security

• IT-architecture

• Digital transformation

• Data Science

• IT-management
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Read more



Thanks…

¿Questions?


