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Senior Deep Learning Data Scientist @ NVIDIA – NeMo| Megatron | bigNLP

My past experience:

Azure : senior data scientist & solution architect

+8 years experience as in-house data scientist & data science consultant

About MeWHO AM I 

Zenodia Charpy



2GPT3, NLP AT BIG SCALE



The 2 GPT3s 

The big 530B Megatron-Turing NLG GPT3 model

Motivation - Why Very Large Language Models 

3 basic ingredients

Steps to follow - workflow

QnA – reach out and kick-start

Overview
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The 2 GPT3
One English, the other Swedish

Data size

Model size

Compute 

Time to train

Use cases

English

Terabytes of data

530B

4480 GPUs (560 nodes)

~20 days

Mutiple downstream tasks with 
0/1/fewshots

Swedish

~40GB

760M

8 GPUs (1 nodes)

~7 days

Limited to a handfull of cases

https://arxiv.org/pdf/2201.11990.pdf
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530B MEGATRON TURING NLG

- ENGLISH GPT3 

Data size

Model size

Compute 

Time to train

Use cases

English

Terabytes of data

530B

4480 GPUs (560 nodes)

~20 days

Mutiple downstream tasks 
with 0/1/fewshots

Swedish

~40GB

760M

16 GPUs (2 nodes)

~7 days

Limited to a handfull of cases
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VIRTUAL ASSISTANCE
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Large NLP models powers: 
o Zero-shot intent and slot classification

o Context-based extractive Q&A

o Conversational phrasing of answer



TOY JENSEN – ASK ME ANYTHING
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Large NLP models powers: 
o Multi-turn Information Retrieval for Q&A 



OTHER USE CASES



SOLVE RIDDLE



CODE GENERATION



WHY VERY LARGE LANGUAGE MODELS
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Step 1: Train a Very Deep/Huge model

General 

Knowledge

Science

Literature

GitHub

Huge means Billions of parameters

WHY PRE-TRAIN VERY LARGE NLP MODELS
Train Once, Perform different tasks

General 

Q&A

Translation

Summary 

Generation

Automatic 

Dialogue 

Generation

Intent 

Detection

Auto 

Completion

Word 

Sense

Code 

Generation

Common 

Sense 

Reasoning

Automatic 

Writing

Sentiment 

Analysis

Step 2.  Query different tasks with a few labelled data



MODEL SIZE GROWS EXPONENTIALLY

Link to the article

https://developer.nvidia.com/blog/using-deepspeed-and-megatron-to-train-megatron-turing-nlg-530b-the-worlds-largest-and-most-powerful-generative-language-model/
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BUT THAT’S ENGLISH

- WHAT ABOUT LOCALIZED LANGUAGE ?



SECURE 3 BASIC INGREDIENTS

Data size

Model size

Compute 

Time to train

Use cases

English

Terabytes of data

530B

4480 GPUs (560 nodes)

~20 days

Mutiple downstream tasks 
with 0/1/fewshots

Swedish

~40GB

760M

16 GPUs (2 nodes)

~7 days

Limited to a handfull of cases
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The Data The Compute The Framework

3 BASIC INGREDIENTS
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WHO HAS ALREADY BENEFITTED FROM THIS WORKFLOW  ?
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WHO HAS ALREADY USED THIS WORKFLOW ?
And trained + deployed their GPT3 models

Link to the article 

https://medium.com/ai-sweden/what-is-gpt-sw3-5ca45e65c10
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KICK START YOUR JOURNEY – THE WORKFLOWS

Applicable to any language Scalable 
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THE WORKFLOW - START THE JOURNEY 
Generic workflow – works for small to large to very large NLP models

4.Language Model 

Pretraining
5.Deployment

3.Data 

Pre-processing

1.Problem 

Sizing

6.Downstream 

Tasks

2.Data 

Collection
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1.Problem sizing
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THE ITERATION TIME
Problem sizing – reducing years to weeks/days

Deepak Narayanan et al. Efficient Large-Scale Language Model Training on GPU Clusters Using Megatron-LM. 

GPT-3

Model 

Parameter 

Count

Estimated Time to Train

5 x SuperPod

100 nodes

(days)

3 x SuperPod

60 nodes

(days)

1 SuperPod

20 nodes

(days)(weeks)

4 x DGX A100

(weeks)(years)

0.5B 0.21 0.21 0.62 0.44

18B 5 8 23 16

175B 43 72 31 3.0

Training
NVIDIA DGX A100 SuperPOD

Link to python function to estimate training time based on the equation from the paper below 

https://arxiv.org/pdf/2104.04473.pdf
https://github.com/openhackathons-org/gpubootcamp/blob/master/ai/Megatron/English/Python/jupyter_notebook/Lab1-2_EstimateComputeDaysNeeded.ipynb
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2.Collect data – part 1/3
- Training data
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DATA COLLECTION
Training data: Quantity vs. Quality

OSCAR
Open Super-large Crawled Aggregated corpus

https://oscar-corpus.com/

An 800GB Dataset of Diverse Text for Language Modeling
https://pile.eleuther.ai/

https://oscar-corpus.com/
https://pile.eleuther.ai/
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WEIGHING AGAINST QUALITY VS QUANTITY
Weighing mechanism is specific to the datasets used for training

https://developer.nvidia.com/blog/using-deepspeed-and-megatron-to-train-megatron-turing-nlg-530b-the-worlds-largest-and-most-powerful-generative-language-model/

https://developer.nvidia.com/blog/using-deepspeed-and-megatron-to-train-megatron-turing-nlg-530b-the-worlds-largest-and-most-powerful-generative-language-model/


31

2.Collect data – part 2/3
- Data for downstream tasks
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DATA COLLECTION
Annotating and creating data for downstream tasks

?

Train the GPT model unsupervised Evaluate

labeled data
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DATA + LABEL COLLECTION
Annotation requires Tools and Expertise

Example of tools for Swedish: https://spraakbanken.gu.se/en/resources/suc3

https://spraakbanken.gu.se/en/resources/suc3
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2. Collect data – part 3/3
- Legal/ethical/responsibleAI concerns
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DATA COLLECTION
Establish Censoring Criteria

1. Data source licence implications
2. Data characteristics and coverage
3. Sufficiency of data pre-processing pipeline 
4. Addressing issues of dataset bias
5. Addressing issues of dataset fairness
6. Addressing to ethical concerns
7. Addressing to legal concernss
8. Blacklisting & toxicity removal
9. Composition and weighing
10.  …
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3.Data preprocessing – part 1/3 
- Filter / clean / deduplicate
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DATA PRE-PROCESSING
Filtering + Deduplicate + Sentence Boundary 

Link to data cleaning example notebook 

Demo: Data pre-processing toy example for the Swedish language

Languages filtering + Deduplication + Sentence boundary (filter short sentences/single sentence document)

https://github.com/gpuhackathons-org/gpubootcamp/blob/eb5a87390b971df774137557dc017a0e236fb687/ai/Megatron/English/Python/jupyter_notebook/Megatron-LM/tools/openwebtext/Lab2-2_SentenceBoundary_and_Deduplicate.ipynb
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3.Data preprocessing – part 2/3
– Train your own tokenizer
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TRAIN OWN GPT TOKENIZER
Train a GPT tokenizer on your own raw corpus 

Link to train GPTBPE Tokenizer example notebook 
Demo: Train a GPTBPE Tokenizer on a toy Swedish data

https://github.com/gpuhackathons-org/gpubootcamp/blob/eb5a87390b971df774137557dc017a0e236fb687/ai/Megatron/English/Python/jupyter_notebook/Lab2-3_train_own_GPT2BPETokenizer.ipynb
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3.Data preprocessing – 3/3
- Optimal data loading
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PREPROCESS TO BINARY FILES
Improve data loading performance during training time

mmap :
process data into xxx.idx + xxx.bin for 
optimized memory mapping to improve 
performance
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4.Training considerations
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DIY(Megatron-LM) Enterprise ready(NeMo Megatron)

1. Manual runs to obtain optimal training config 

2. Manually develop inference route for 
pretrained models

3. Manually debug with limited support

CONSIDERATION FOR TRAINING LAUNCHES
Manual vs automatic : obtain optimal training/inference configurations

1. Get automatic recommandation of optimal training 
config from the HP tool

2. Support by default training and Inference per model 
size in the template

3. Get enteprise-grade expertise support

Control

Manual 
work
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DIY– MANUALLY TUNE TO ENSURE PERF VIA PROFILING
Profile training runs | improve iteratively

v

Low GPU utilization during training

Improved GPUs utilization during training

Naive config

Improved config

Learn more about NVIDIA Nsight Systems

Reduce data 
loading time

https://developer.nvidia.com/nsight-systems


45

DIY - OBTAIN GOOD CONFIG FOR MODEL PRETRAINING
Training configuration performance obtained via manual experiments

Find good training config

Teraflop
util %
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ENTERPRISE READY - PRETRAINING WITH RECOMMENDED CONFIG 
NVIDIA NeMo Megatron makes training easy with recommended config & perf guarantee

Model Size 
Recommender

Base Config 
Generator

Training
Grid Search

Inference 
Grid Search

Final Decision

Training 

Constraints

Inference 

Constraints

Optimal

Recommended 

Config

Embedded Heuristics Efficient Hyperparameter Search
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ENTERPRISE READY - PRETRAINING WITH RECOMMENDED CONFIG 
NVIDIA NeMo Megatron makes training easy with ready-made template config & perf guarantee
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MONITOR TENSORBOARD



5. Deploy & Serve 
- Text generation demo
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5.Deploy & Serve 



DIY(Megatron-LM) –
Manually develop deployment route

Enterprise ready(NeMo Megatron) -
support by default automtaic deployment route



P-tuning for downstream tasks

4.Language Model 

Pretraining
5.Deployment

3.Data 

Pre-processing

1.Problem 

Sizing

6.Downstream 

Tasks

2.Data 

Collection
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Step 1: Pre-training a Encoder Step 2. Fine tune for a specific task

Classifier

Labelled Data

Output

NLP APPROACH (CIRCA 2019)
Fine tune per specific task
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Step 1: Train a Very Deep/Huge model

General 

Knowledge

Science

Literature

GitHub

Huge means Billions of parameters

General 

Q&A

Translation

Summary 

Generation

Automatic 

Dialogue 

Generation

Intent 

Detection

Auto 

Completion

Word 

Sense

Code 

Generation

Common 

Sense 

Reasoning

Automatic 

Writing

Sentiment 

Analysis

Step 2.  Query different tasks with a few labelled data

NEW NLP APPROACH (CIRCA 2021)
Train Once, Perform different tasks



P-TUNING METHOD
Vanilla P-tuning 

Liu, Zheng et al, GPT Understands, Too 2020 

P-TUNING METHOD



BRING YOUR OWN DATA VIA P-TUNING
Well-engineered architecture in NeMo (future release in NeMo Megatron)

Prompt encoder

Pretrained
Language model

(GPT3)Data Loader

Embedding

Language Grad/Loss

Virtual tokens 
Embedding Gradient

API 

Customer end
Big NLP model provider

Freezed pretrained GPT weights

C
u
st

o
m

 d
a
ta

 w
it

h
 l
a
b
e
ls

Downstream task 
Server sideClient side

Tokenized label



BUT HOW DO I TRY-OUT/KICK-START FOR REAL ?

Language Model 

Pretraining
Deployment

Data 

Pre-processing

Problem 

Sizing

Downstream 

Tasks

Data 

Collection



P-TUNING METHOD
Contact NVIDIA 

MULTIPLE WAYS TO TRY-OUT/KICK-START

https://github.com/openhackathons-

org/gpubootcamp/tree/master/ai/Megatron

https://www.nvidia.com/en-us/data-center/launchpad/

Request a bootcamp Register LaunchPad Join NeMo Megatron EA

https://developer.nvidia.com/nemo-megatron-early-access



SUMMARY



SUMMARY

Megatron|NeMo 
(DIY)

NeMo Megatron 
(Enterprise Ready)

Small GPT3

Automatic 

Writing

Automatic 

Dialogue 

Generation

Gigantic GPT3

General 

Q&A Translation

Summary 

Generation

Automatic 

Dialogue 

Generation

Intent 

Detection

Auto 

Completion

Word Sense

Code 

Generation

Common 

Sense 

Reasoning

Automatic 

Writing

Sentiment 

Analysis

Quality data

Diverse sources

Compute



REACH OUT

Rasmus Bisgaard
rbisgaard@nvidia.com

Zenodia Charpy
zcharpy@nvidia.com



QnA


