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About Me

Mathias Schwarz

PhD in CS from Aarhus University

Senior Software Engineer |l at Uber

Love to build infrastructure software

6 years into building stateless platforms at Uber



Engineeri"g at
' Planet Scale

June 11, 2021
b Mathias Schwarz, Senior Software Engineer ||

—_/ Uber

m\\

\



The Uber Infrastructure team @aarhus

Products

Product Platform

Microservice deployment
Runtime Configuration
Storage

Auto scaling

Infrastructure




Scale: Business

18 M

Trips happening every day,
based on Q1 2020

Uber
Uber Freignt

Uoer JUMP

Eats
Uber Elevate

N fg&) POSTMATES
x Cornershop



Scale: Infrastructure

4000

Services across several
of our own data centers
plus cloud zones such as
AWS



Scale: Deployment

58K OSK

Builds / week Production deploys /
week



Stateless services at

=



Hybrid cloud

More elastic (if you are small) Cheaper
Special purpose hardware Few dependencies
+
Cloud Zones / POPs Private / On Prem

AZs with virtual Hardware Core AZs with ODM Hardware



Regions and availability zones
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Early days: Unstructured deploys
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Important
deploy system
features

Consistent builds

Zero downtime

Outage prevention




Building at scale




Code repository

Java

Go & Java Bazel

The preferred backend language Monorepo management



https://eng.uber.com/go-monorepo-bazel/

Build a docker image

< Makisu
Glfonee + uBuild

Builds docker images

https://github.com/uber/makisu
https://eng.uber.com/makisu/



https://github.com/uber/makisu
https://eng.uber.com/makisu/

Publish docker image

<

‘ Upload

Makisu
+uBuild RI2aken

Distributed P2P Docker Registry

https://github.com/uber/kraken ,
https://eng.uber.com/introducing-kraken/



https://github.com/uber/kraken
https://eng.uber.com/introducing-kraken/

UBER ENGINEERING’S MICRO DEPLOY:
DEPLOYING DAILY WITH CONFIDENCE
d I - t h

Micro Deploy (uDeploy) in Action

Q=

Development Lifecycle

oldest.

o (5 ooy ]
In 2014, Uber began expanding ever rapidly. Our platform grew from about 60 cities to 100 in
the spring, and then to 200 in the fall. Meanwhile, our fastest growing cities were among our

As the number of additional grew, so did the ization of deploying
new code. Each team used its own custom shell scripts to shepherd new versions of its
microservices into production, manually monitoring them with service-specific tools. When
upgrading hosts went awry, engineers tediously rolled back one machine at a time. With more
and more engineers working on Uber services, this manual labor couldn't scale and sometimes
prolonged outages.

How did we leam to consistently deploy every day? We developed Micro Deploy (known as
uDeploy for short), our in-house deployment system that builds, upgrades, and rolls back
services at Uber.

The Daily Deployment Process

Uber engineers use Micro Deploy once their code s production-ready—that is, once it's
reviewed, accepted, passing all unt tests, and merged into the repository. First, the engineer
selects a service to upgrade in the Deploy interface. To start an upgrade workfiow, they select

a deployment and refer to a version of the source code in the Git repository.




Rollout to clusters, not servers

o

PELOTON

L5

Scheduler+Manager for compute clusters
https://github.com/uber/peloton

TAVA

MESOS

\WWAVAV
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AVAVA
AV
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https://eng.uber.com/resource-scheduler-cluster-management-peloton/

Mesos Logo, by The Apache Software Foundation, Apache License, v2.0



https://github.com/uber/peloton
https://eng.uber.com/resource-scheduler-cluster-management-peloton/
http://mesos.apache.org/
https://www.apache.org/licenses/LICENSE-2.0

Deploy into cluster in zones
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Safety: Monitoring metrics

Execution Plan

G | |

ts/b068ef75-3f47-48d0-9¢18-0628feb69335

ClustoWeb % # Hailstorm [} driving cost per m...

s0s master [ Aurora master localhost (@ clusto changelog (@) uMonitor API

ALERT GROUPS > UCS: GATEWAY > UNEQUAL OBJECT COUNT BETWEEN ZONES

Unequal object count between zones

fig-gateway  teamucs

...........................
CURRENT VALUE (M3) WARN THRESHOLD

PHX

Continuous monitoring of business and
performance metrics

Object ID count

Flipr Events

uMonitor

time-series based rollback triggers



Safety: Whitebox integration

9 Rollback

PHX
EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEE

___________________________________________________________________________________________ - oW

Explicit part of the rollout plan Hailstorm

Load tests

Whitebox integration tests



Safety: Continuous blackbox

Uber Blacklbox Monitoring

@ Command Center v FILTER

,
¢ Tools test:trip_flow_impact 0 x test:trip_flow_impact_1 x VISIT COMMAND CENTER

test:trip_flow_impact_2 x

# Downtime
IIIIIII d Swede, T 1
© Downtime Audit rlgger page
Norway
° o 8
@ Map ’ '.
o B
B Eng Docs .0. owlw
TS Y
@nain italy®
‘ Turkey

20N Engineers decide on rolling back

[
L[]
Senegat M2 N9 ehag | Yemen
° Ethiop
®OC

oer

s L J
® o0 Tanzang

Braze @

Blackbox testing/monitoring

Virtual trips in production

The PagerDuty logo is a trademark of PagerDuty



https://www.pagerduty.com/brand/
https://www.pagerduty.com

Efficiency at
scale

Multi Cloud

Fully managed

Predictable




Alternatives

"Deploy across multiple cloud
providers including AWS EC2,
Kubernetes, Google Compute
Engine, Google Kubernetes Engine, g
Google App Engine, Microsoft Spmnaker

Azure, Openstack, Cloud Foundry, AnthOS
and Oracle Cloud Infrastructure,
with DC/0S coming soon”

https://spinnaker.io/ G - t L b


https://spinnaker.io/
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Deploy into regions
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Up - tax-calculations - produc. X 4

om/project/tax-calcul

PRODUCTION [T

publican

¥ Deploy

compute-balancer

phabricator/base/14780787-1-g741c381d Feature XYZ

¥ Deploy
phabricator/base/14644111-2-gc95667b8

3 compute-balancer
Patch XYz-1 - "

16 INSTANCES RUNNING
CANARY
16 INSTANCES REQUESTED

& compute-balancer
426 INSTANGES RUNNING

426 INSTANCES REQUESTED ot
more details.

610 msmances RumNG

610 insTANGES REQUESTED

Statistics

Deploy

@ o

& Continue 6 Rollback @ Abort

Execution Plan

oca [N

COLLAPSE EX




Up - tax-calculations - produc. X 4

tax-calculations oR TS . Actions ~ | uown tax-calculations

16 INSTANCES RUNNING

CANARY

16 INSTANCES REQUESTED

426 INSTANCES RUNNING

426 INSTANCES REQUESTED

610 INSTANCES RUNNING

610 INSTANCES REQUESTED

Log Explorer Statistics

Log Explorer  Statistics

(1) BT LLIEEIE 2 OPERATION IS PAUSED.

Kristiyan .
Q _ & Continue 6 Rollback @ Abort

Execution Plan

oca [N

VIEW ACTION DETALLS ~




Up - tax-calculations - produc. X 4

« > c e ¥ 000G

tax-calculations PRODUCTION R

¥ Deploy phabricator/base/14644111-2-9c95667b8|

& computo-oatancer

publican

- COLLAPSE EXECUTION PLAN VIEW ACTION DETALLS —
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Up - tax-calculations - produ

x =

tax-calculations

publican

ExecutiS

PRODUCTION [

- COLLAPSE EXECUTION PLAN

¥ Deploy

VIEW ACTION DETALLS —

phabricator/base/14644111-2-9c95667b8|

¥ 000G




Up - tax-calculations - produ

x =

tax-calculations

publican

Execution Plan

oca I

PRODUCTION [

- COLLAPSE EXECUTION PLAN

STAGING.

VIEW ACTION DETALLS —

v

Deploy

phabricator/base/14644111-2-9c95667b8|

compute-balancer




Challenges in abstraction

Dependency on low latency ) T
Dependency on host data ) T




Avoiding manual
~ migrations




Plan for migrations

e More productive teams ¢ Cloud <->On-prem zones
e More reliable / available e Zones come and go
e Faster e Cluster rolls change
e Lower cost of capacity e New cluster technologies
e New container runtimes
implies e New base images
o
Goals Infra changes
A continuous need for improving efficiency and Must not have a negative impact on the goals

reducing the cost of running the company



Let’s add a new zone
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Let’s add a new zone
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Declarative Configuration

Declarative configurations

Service: publican  Environment: production

Recommendations calculated 2 days ago
ccccccccccccccccccccccccccccccccccccccccc

Region  Scale to

ssssssssssss

nnnnnnnnnnnn

Recommendation: 183

Turning on Canary will place 5 canary instances in DCA. Canary instances will be deployed before other instances.

Autoscaling

Autoscaling is disabled

Region placement
Dependencies

configuration

»

Up

Continuous evaluation

Optimal application of the configuration



Up - tax-calculations - produc. X 4

& up.

PRODUCTION [

publican

phabricator/base/14780787-1-g741c381d Feature XYZ

phabricator/base/14644111-2-gc95667b8 Patch XYZ-1
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Continuous
i improvement of large
Uber services

—_/ Uber
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Metrics

Prometheus on M3DB

Metrics ingestion platform

, by Alexander Schwartz,

Feeds

Grafana
Graphs and dashboards

The eGraphana Logo is a trademark of Coding Instinct AB, registered in
the U.S. and in other countries.



https://grafana.com/trademark-policy
https://github.com/prometheus/docs/raw/ca2961b495c3e2a1e4586899c26de692fa5a28e7/static/prometheus_logo_orange_circle.svg
https://www.apache.org/licenses/LICENSE-2.0

Log indexing and aggregation

Healthline :
TS

Sawmill '

Healthline Elasticsearch, Clickhouse,
Error log aggregation Sawm|"

The elasticsearch logo is a trademark of Elasticsearch BV, registered in the U.S.
and in other countries.



https://www.elastic.co/brand

Log Aggregation/Queries

@ ) U Log Explorer | uMonitor x +
< e, @ umonitor.uberinternal.com/services/change-management/logs?filters=env%2Cpartition%2Cdatacenter%2Cinstance%2C%40reserved.collector.filename%2Clevel&qg=lev... ¢ a »
SERVICE My service
Overview B Logs A perts L4 Metrics @ Dashboards Tracing Dependencies © Events & Ssettings
Namespace Time Range
" Feedback Do you like the new Log Explorer experience? Yes | No | Meh [0 User Guide
service:My service 15min-nowv C
1 level:"error" AND env:production ® QueryLanguage
Filters +Add [ Hide Sidebar Exportlogs L. Settings &
100

env | show top 10 values o I I I I II

S vz o MENENa_wilnanln__nu_REndnl=iiinii Rulalananlnnn_ou-nlnnlis
Thu1l:39 PM Thu11:43 PM Thu 11:47 PM

partition | Show top 10 values Bl howing 100 results in 332me
@& compute-0 2018 Timestamp level message
@R canary 384 | 03-182350:00pm eror Activity error.

datacenter | Show top 10 values o |o03-18234959pm  error Error making outbound call
COL el sag | 03-18234958pm  error Error making outbound call
Q& dca4 673 | 03-1823:4958 pm  efror Error making outbound call.
@& dca2 384
aa :340 o | 03-1823:4958pm  error Activity error.

phx:

Q& phx 204 |03-1823:4957pm  error Error making outbound call

S — o | 03-1823:4957pm  error Error making outbound call

ow top 10 values
| 03-18 234957 pm  error Error making outbound call

@& 218103809 162
CE\ crovEn e | 03-1823:4957pm  error Error making outbound call
@& 218103808 150 | 03-1823:49:55pm  error Error making outbound call.
@& 33554434 147
CQ. ormmw v | 03-1823:4955pm  error Error making outbound call
QR 134217728 140 | 03-1823:4955pm  error Error making outbound call
@Q 16777216 140
B ey e | 03-1823:4954pm  error Error making outbound call.
@& 33554433 133 | 03-18 23:49:54 pm error Error making outbound call
@_ 83886081 127" | 0318234948 pm  error Error making outbound call

@reserved collectorfilename | Show top 10 values O |03-1823:4948pm  error Error making outbound call
CCY s 2407 103-182349:480m  error Error makina outbound call € Feedback Bugs




Jaeger Snapshot of callgraph
Distributed tracing for all services All 4K microservices and how they interact

https://github.com/jaegertracing/jaeger
https://opentelemetry.io/



https://github.com/jaegertracing/jaeger
https://opentelemetry.io/

Distributed tracing

® # Jaeger Ul x [
< C @ jaeger-phx3.uberinternal.com/trace/a63b604191cf1434 * 0O GHE N 8
Jaeger Ul Search Compare System Al lecture Service Dependencies Tracing Quality Region v ‘
¢« hallstoqm-u B POSTJapl/_ 38 Alternate Views v Archive Trace a ‘
getEnvironmentsForService
March 18 2021, 23:42 ) 3255 Se 5 12 51 .
oms 813ms 1.63s 2.44s .
Service & Operation v > ¥ >» oms 813ms 1.63s 2.44s 3.25s

v | hailstorm-ui POST_ /api/getEnvironmentsForService

~ | hailstorm-ui atreyu graph.ser

getenvironmentsforserv....

v | hailstorm-ui atreyu.no jest |

v | hailst Services:gel
v | hailstorm-api Services:getEnvironmentsFor... |
v hailstorm-api galieo |

hailstorm-api uber.infra.up.api.Ser...

v hailstorm-api galileo | o
v hailstorm-api uber.infra.up.api.Ser
v | coconut-api uberinfra.up i " =
v | coconut-api galieo % =
coconut-api ] ]
v | coconut-api galieo I S

coconut-api

v | coconut-api gaiico )

| coconut-api «

v | coconut-api gaiiieo J

v | coconut-api

v compute-inspe...

compute-in...
v | coconut-api galileo

coconut-api uberinf...



Summary

You can scale every aspect of software engineering
You can safely roll out 5000 times to production per week

Automation + abstractions are key to avoid constant
manual migrations

Region

Zone
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