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whois ...
Netic is an operations company running: 
- nationally critical health systems, 
- large e-commerce systems, 
- financial solutions, 
and more.

A growing portion of these systems are running on Kubernetes.
 
Netic masters DevOps based and agile operations services 
 … as well as the ITIL way of doing operations.



The session uses “prepared” clusters across 
public clouds and a global collection setup for 
observability - with the purpose of showing OaaS.

The Scene1



Hybrid Cloud Demo Setup

!

OaaS - Global 
Observability



Cross Cluster Collection

● logs
● metrics
● traces

Any Kubernetes Cluster

OaaS



The session shows clusters across public clouds all 
clusters, except one, are observable and the last one 
get to be observable in just a short while.

The Introduction2
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Netic OaaS Observability Package



A Cluster becomes observable. 

Observability3



Metrics Logs Traces

Observability



An application becomes observable. 

Observability4



GitOps

OaaS Secure Cluster

■ Secure Namespaces
■ Flux/GitOps Toolkit

■ Secure by default
■ Decoupled CI/Cd and CD
■ Separation of duties
■ Prepared for day 1 and 2 operations

■ Infrastructure as Code & reconciliation based
■ Same solution used for public cloud, 
■ Netic Cloud, or on-prem



A cluster is provisioned with GitOps - let's have a look. 

GitOps5
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netic-gitops-systemNetic IaC

netic-hotrod-app

New namespace definition is created 
in Netic IaC repository, validated, and 
merged to master.

hotrod application

Flux creates a new secure 
namespace in cluster set up to 
deploy from Hotrod repository.
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An applications becomes gitOps’ed. 

GitOps6



Oaas - Secure Cluster & Namespaces

Secure Kubernetes Namespace Provisioning:

● Network Policies
● Pod Security Policies (migrating to OPA)
● Quality of Service

○ Default resource requests and limits
○ Namespace Quotas

● RBAC enforced

● Secure by default
● Prepared for day 1 and 2 operations.



Observability, Assisted operation, Operation on Demand

The “BIG Picture” 7



Observability is at the Core

Netic Observe 
and Assess

Netic Operations

DevOps Control 
Plane

Operations Assistance

Operations On Demand

Fully Managed

Fully Managed and Operated



Where could I go from here...

The “End” 8
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